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Introduction  

In this paper, two applications of Multi programming system i.e. 
terminal oriented system and CPU-I/O overlap are discussed. The first one 
used to represent transactions that are split into two tasks. The terminal 
user will wait for completion of the first task before issuing the next one 
transaction. In second application, a job can issue I/O requests served 
either synchronously or asynchronously.  When I/O is neither synchronous 
nor asynchronous then the job could continue CPU processing in the 
simultaneous way along with the execution of I/O. Job never waits for an 
asynchronous I/O request to complete. [1] describes a general model to 
split job into two or more synchronous tasks, must complete execution 
before the job may resume processing. In [2], CPU and I/O activity can be 
overlapped with tight synchronization between two concurrent tasks. [2] 
Explained that the performance gain due to this type of overlap is greatest 
for balanced systems and low level of multiprogramming, Performance 
model of various I/O buffering schemes are described in [3].There are fixed 
number of buffers per file. [4] Showthat performance improvements 
become insignificant as the size of the buffer pool increases. Other studies 
of multitasking include [4][5][8]. 
 While modelling a system it consists of active resources. 
Workload consists of a set of similar jobs where each job has primary 
tasks. 
Aim of the Study  

The aim of the study of this paper is to calculate bounds on the 
performance gain when none of the devices is fully utilised in parallel 
processing System. 
Derivation 

 Consider performancegain by multitasking on the benefits of 
overlapping I/O with computation in Central Server Model. Higher 
throughput is achieved when the bottlenecked server is completely utilized. 
When the utilization would be the highest then bottleneck situation would 
arise. Bottleneck situation would arise when there is highest utilization.  
Now suppose a job comprised of a CPU burst and one I/O service. 
So definition is   
  𝑧𝑖1 =𝑧𝑖2=1     

  (A) 
z denotes here the arrival rate. 
 Per visit to the CPU made by the primary task if the probability of 
a secondary task is t, 
The average CPU time required for the primary task would be 𝑃𝑖1= 𝑃𝑝+(1-

t)𝑃𝑂 ,where the secondary task is 𝑃𝑂. 

Total CPU time after completing a job will be 
W=𝑧𝑖1𝑃𝑖1 +t𝑧𝑖2𝑃𝑖2= 𝑃𝑝+𝑃𝑂 (B) 

Average time needed per job completion on server i, i>1 will be 
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𝑊𝑖=(1-t)𝑧𝑖1𝑃𝑖1+t𝑧𝑖2𝑃𝑖2=((1-t)𝑂𝑖1+t𝑂𝑖2)𝑃𝑖   (C) 

For the fixed value of 𝑊𝑖  the maximum possible 

throughput is 
𝑄𝑚𝑎𝑥 =1/max(𝑊𝑖)  (D) 

Branching probability𝑔𝑖=(1-t)𝑂𝑖1+t𝑂𝑖2  

   ( E) 
When jobs are processed sequentially, the minimum 
throughput will be 
𝑄𝑚𝑖𝑛 =1/ 𝑊𝑖

𝑚
1    (F) 

So maximum possible throughput [6] improvement 
factor will be 
𝑄𝑚𝑎𝑥 /𝑄𝑚𝑖𝑛   (G) 

To obtain a tighter upper bound on the gain due to 
overlapped I/O 
𝑄𝑢𝑛 (n)=A/ 𝑊𝑖

𝑚
1  +𝑔𝑢𝑛   (O) 

𝑔𝑢𝑛 is the queuing delay due to other jobs competing 

for same resource 
𝑄𝑜𝑙 (n) <= n/𝑃𝐼1+ (1 − 𝑡)𝑚

𝑖=1 𝑃𝑖𝑂𝑖1+𝑔𝑜𝑙   

  (P) 
𝑄𝑜𝑙 (𝑛)<= 1/(1/max(𝑊𝑖))=𝑄𝑚𝑎𝑥     (Q) 

So the gain due to overlapping 
R(n)= (𝑄𝑜𝑙 (n)/𝑄𝑢𝑛 (n))<= 

( 𝑊𝑖
𝑚
𝑖=1 +𝑔𝑢𝑛 )/max{n/𝑄𝑚𝑎𝑥 (𝑃𝑖1+(1-t) 𝑃𝑖𝑂𝑖1 + 𝑔𝑜𝑙

𝑚
𝑖=2

 )}  (R) 
 By using the homogeneity [7]and 
monotonicity [7] of the throughput function of a close 
queuing network, It is evident that if none of the 
devices is fully utilised, then gain is bounded above by 
1/(1-t). 
Conclusion 

 In this paper, the expression for calculating 
bounds on the performance gain in Parallel 
Processing is  derived which shows that in parallel 
processing system if none of the devices is fully 
utilized, then gain is bounded above by 1/(1-t). 
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